IE 230 Seat # Name  <KEY>
Closed book and notes. No calculators.
60 minutes, but essentially unlimited time.
Cover page, four pages of exam, and Pages 8 and 12 of the Concise Notes.
This test covers through Section 4.5 of Montgomery and Runger, fourth edition.
Reminder: A statement istrue only if it isaways true.

Recall: If X is the indicator function of the event A, then X =1 if A occursand X =0 if A
does not occur.

Score
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1. Trueor false. (For each: three pointsif correct, zero points if blank or wrong.)
(@ T F<« Themean of aPoisson distribution isalways a nonnegative integer.
() T F« IfXisarandom variable, then f, (6) = P(X = 6).
(0 T F« If Xisacontinuousrandom variable, then f, (6) < 1.
(d T « F If X isacontinuousrandom variable, the P(X = 6) = 0.

(e T « F LetX denotearandom variable whose smallest valueisa and largest
valueisb. Then adwaysa <E(X) <b.

(f) T « F Iftherandom variable X has units"US dollars’, then its expected value
isasoin"USdollars’ and its standard deviation isin "US dollars'.

(@ T « F Forevery random variable X, P(6 < X < 10) = F, (10) — F (6).
(h) T « F If Xistheindicator function for the event A, then E(X) = P(A).

M) T <« F If X is a continuous random variable, then
Pla<X <b)=P@a< X <h).

2. Short answer (four points each)

a. Definerandom variable.

A function that assigns areal number to every outcome in the sample space.

b. Define Bernoulli trial.

Bernoulli trials have exactly two outcomes, usually denoted by "success' and "failure”.
The probabilities of success and failure, usually denoted by p and 1-p, are constant.
The trials are independent of each other.

c. Determine the value of C? , the number of ways to take seven items from a set of
nineitems. (Simplify)

CJ=91/(721)=(9)(8)/2=36«
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3. (Montgomery and Runger, 3-119) Let the random variable Y be equally likely to assume
any of thevalues1/8, 1/4, or 5/8. No other values are possible.

(a) (five points) Write f,, the probably mass function of Y.

fy(c)=1/3ifc=1/8,1/4,0r5/8.
Otherwise f, (c)=0.

(b) (five points) Determine, E(Y), the expected value of Y.

E(Y) = (1/8)(1/3) + (1/4)(1/3) + (5/8)(1/3) = 1/3 «

(c) (four points) Determine F,,(0.5), the cumulative distribution function evaluated at
0.5.

F,(0.5)=P(Y <05)=P(Y =1/8)+ P(Y =1/4) = f,(1/8) + f, (1/4) = 2/3 «

4. Let X denote the number of matches in Keno, where 20 of 80 numbers light up. Suppose
that you, the player, have chosen 5 numbers.

(a) (three points) Write the values for the hypergeometric parameters N, K, and n.

N =80 «
K =20«
n=5«

(b) (four points) Determine the probability of more than one match.

P(more than one match) = P(X > 1) = f (2) + f (3) + fy (4) + T (5)
or

P(more than one match) = P(X > 1) = 1 - [ (0) + f ()],
where 20 ~ 60 80

fy(€c)=C. Cyp/Cs .
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5. (Montgomery and Runger, 3-121) Batches that consist of 52 coil springs from a
production process are checked for conformance to customer requirements. The mean
number of nonconforming coil springs in a batch is five. Assume that the number of
nonconforming springs in a batch, denoted by X, isabinomial random variable.

(@) (four points) What is the experiment?

Choose a random batch of 52 coil springs.

(b) (two points) What isthe value of the parameter n? _ <52>
(c) (two points) What is the value of the parameter p ? <5/52>

(d) (six points) Determine the probability of at least 51 nonconforming springs.

P(at least 51 nonconforming springs) = P(X > 51) = f (51) + f (52)
where
fx(€)=Cgp° (1-p)"~°

6. (Montgomery and Runger, 4-5) Consider the pdf f (x) = ex?for-1<x <1.

(a) (five points) Sketch f, , including labeling and scaling both axes.

Sketch a horizontal and avertical axis.

Label the horizontal axis with adummy variable, such asx.

Label the veritical axiswith f (x).

Scale the horizontal axiswith at least two numbers, probably -1, 0, and 1.
Scale the vertical axiswith at least two numbers, probably O and c = 3/2.
Sketch the function f, , including the zero values outside the interval [-1, 1].

Comment: ¢ = 3/2isthe value that yields one as the area under f .

(b) (five points) Sketch the cdf F, including labeling and scaling both axes.

Sketch a horizontal and avertical axis.
Label the horizontal axis with adummy variable, such as x.
Label the veritical axiswith Fy ().
Scale the horizontal axis with at least two numbers, probably -1, 0, and 1.
Scale the vertical axiswith at least two numbers probably 0 and 1.
Sketch the function Fy (x) = P(X <x) = (x +1)/2when-1<x <1,
Fy (x) = 0 when x < -1, and Fy (x) = 1whenx > 1.

Exam #2, October 23, 2008 Page 3 of 4 Schmeiser



|E 230 — Probability & Statistics in Engineering | Name _ <KEY>__

7. Result: If X is a geometric random variable, then Fx(x)sl—(l—p)x for x=1,2,..,
where 1—p denotes the probability of failure.

(4 points each) For each of the four lines, state why the corresponding equality is true.
Let A, denote the event that the i th Bernoulli trial isafailure.

Each blank requires one reason; reasons may be reused. Choose the reasons from this
list:

(i)  Events partition the sample space.

(i) Eventsare complementary.

(iii) Eventsare mutually exclusive.

(iv) Events are independent.

(v) Eventsarethe same.

(vi) Definition of conditional probability.

(vii) Multiplication Rule.

(viii) Total Probability.

(ixX) Bayes'sRule.

(x) Algebra(i.e., no set theory or probability needed).
(xi) Definition of probability mass function.

(xii) Definition of cumulative distribution function.
(xiii) X iscontinuous.

(xiv) X isdiscrete.

Fy(x) = P(X<x) _ <xii>
= 1-P(X > Xx) _ <ii>___
=1-PA NA,N---NA) _ <v>___
= 1-P(A)PA,)..PA) _ <iv>__
=1-(1-p) Definition of 1—p.
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Discrete Distributions: Summary Table

Name  <KEY>

random distribution range probability expected  variance
variable name mass function value
n n
X general Xy Xoy ooy Xy PX=X) Sxfx) - p)zf (%)
i=1 i=1
=fx(x) = E(X) =V(X)
= E(X%) - p*
n n
X discrete Xq1Xoy ot X, 1/n > % In [2xi2/n] —
. i=1 i=1
uniform
a+b c“(n*-1)
X equal-space x=a,a+c,..,.b 1l/n T T
uniform where n=(b-a+c)/c
indicator x=0,1 p*(1-p)*™* P p(1-p)
variable
where  p =P("success')
binomial x=0,1,..,n Cp (-p)"*  np np (1-p)
where  p =P("success')
K ~N-K ; ~N (N-n)
hyper- X = C, C, /C, np np(l—p)m
geometric  (Nn—(N—-K))*,
,min{K,n} where p=K /N
and
integer
geometric  x =1,2,... p(1-p)**t 1/p (1-p) / p°
where  p =P("success")
negative x=r,r+l,.. Clp'@py" rip r (1-p) / p*
binomial
where  p =P("success')
Poisson X =0,1,. e p*/x! mn mn
where  p=At

Result. Forx =1,2,..., the geometric cdf isFy (x) =1—- (1 - p)~.

Result. The geometric distribution is the only discrete memoryless distribution.
Thatis, P(X > x +¢ | X > x)=P(X >c).

Result.

The binomial distribution with p=K /N

hypergeometric distribution when n is small compared to N.
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Continuous Distributions: Summary Table

random distribution range  cumulative probability expected  variance
variable name distrib. func. density func. value
dF i i
X general (—o0,0) P(X <X) aFly) [ xf (x)dx j(x—u)zf (x)dx
dy V=% 2 e
=F(x) = f (x) —u=py =o'=og
=Fy(x) = fy(X) = E(X) = V(X2) ,
=E(X%) —u
X —a 1 a+b b —a)?
X continuous [a,b] ( )
_ b-a b-a 2 12
uniform
- 2(x—d a+m+b b-a)?-(m-a)(b-m
X viengular  [a,b] (x-a)f (x)/2 (x-d) (b-a)"—(m-a)(b-m)
ifx<m, else  (h-a)(m-d) 3 18
1-(b—x)f (x)/2 (d =aifx <m, dsed =b)
X 2
2 c
sumof  normal (—o0,0) Tablelll EE— u o’
21 o
random  (or
variables Gaussian)
timeto exponentia [0,0) 1- g™ rex 1/x 1/22
Poisson
count 1
' © e—kx (KX)k err—le—xx X
timeto Erlang [0,0) ¥ r/a r/a
ket k! (r =21
Poisson
count r
}err—le—}»x
lifetime gamma [0,00) numerica T r/i r /a2
r

B-1_—(x/5)"

X" e 1 2

lifetime Weibull ~ [0,00) 1— g ®' b : 6F(1+E) 82F(1+E)—u2
8

Definition. For any r > 0, the gamma function isT'(r ) = I)OO x" e dx.

Result. I'(r)=(r — 1)I'(r — 1). Inparticular, if r isapositive integer, thenI'(r ) = (r —1)!.

Result. The exponential distribution isthe only continuous memoryless distribution.
Thatis, P(X > X +¢C | X > x)=P(X > c).

Definition. A lifetime distribution is continuous with range [0, o).

Modeling lifetimes. Some useful lifetime distributions are the exponential, Erlang, gamma, and
Weibull.
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